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Abstract

Both the scientific and business communities are beginning to rely on Grids as problem-
solving mechanisms. These communities also have requirements in terms of provenance.
Provenance is the documentation of process and the necessity for it is apparent in fields ranging
from medicine to aerospace. To support provenance capture in Grids, we have developed an
implementation-independent protocol for the recording of provenance. We describe the protocol
in the context of a service-oriented architecture and formalise the entities involved using an
abstract state machine or a three-dimensional state transition diagram. Using these techniques
we sketch a liveness property for the system.

1 Introduction important when there is no physical record as in the
case of a purelin-silico scientific process.
A Grid is a system that coordinates computational Given the need for provenance information and
resources not subject to centralized control usiiige emergence of Grids as infrastructure for run-
standard, open, general-purpose protocols and inteing major applications, a problem arises that has
faces to deliver non-trivial qualities of service [3]yet to be fully addressed by the Grid community,
By coordinating diverse, distributed computation&lamely, how to record provenance in Grids? Some
resources, Grids can be used to address large-ségpoke and ad-hoc solutions have been developed
problems that might otherwise be beyond the scofseaddress the lack of provenance recording capabil-
of local, homogenous systems. The scientific afiyf in Grid infrastructure. Unfortunately, this means
business communities are beginning to rely on Gri#l3at such provenance systems cannot interoperate.
as problem-solving mechanisms. These same cohiis incompatibility of components prevents prove-
munities also have requirements in termspadve- nance from being shared. Furthermore, the absence
nance which is the documentation of therocess of components for recording provenance makes the
that leads to a result. The necessity for provenar@development of applications requiring provenance
is apparent in a wide range of fields. For exaniecording more complicated and onerous.
ple, the American Food and Drug Administration re- Another drawback to current bespoke solutions is
quires that the provenance of a drug’s discovery Ktee inability for provenance to be shared among dif-
kept as long as the drug is in use (up to 50 yederent parties and trusted by those parties; for exam-
sometimes). In chemistry, provenance is used to g#e, in the case of auditing of an application after it
tail the procedure by which a material is generateldas run. Even with the availability of provenance
allowing the material to be patented. In aerospage)ated software components, the goal of sharing
simulation records as well as other provenance datasted provenance information will not be achieved.
are required to be kept up to 99 years after the dBs address this problem, standards should be devel-
sign of an aircraft. In financial auditing, the Amereped for how provenance information is recorded,
ican Sarbanes-Oxley Act requires public accountimgpresented, and accessed. Such standards would
firms to maintain the provenance of an audit repaatiow provenance to be shared across applications,
for at least seven years after the issue of that irovenance components, and Grids, making prove-
port (United States Public Law No. 107-204). Imance information more accessible and valuable. In
medicine, the provenance of an organ is vital f@ummary, the paucity of standards, components, and
its effective and safe transplantation. These are justhniques for recording provenance is a problem
some examples of the requirements for provenanbtat needs to be addressed by the Grid community.
in science and business. Provenance is even mdhés work is a first step towards addressing these



problems. and return results. This is the minimum architecture
Given the length of this paper, we assume thHier which our system should record provenance. In
reader is familiar with Grids, Virtual Organisationghe requirements section, we identified two types of
(VO), Web Services, and service-oriented architeprovenance information that a provenance recording
tures (SOA). The rest of the paper is organised as feltstem should support, namely, provenance about
lows: Section 2 presents a set of requirements thaha interaction between actors and provenance about
provenance recording system should address. Thirg actors themselves. To support the gathering
Section 3 outlines a design for a provenance recowf- these types of provenance information in the
ing system in the context of service-oriented archéforementioned architecture, our system introduces
tectures. The key element of our system is the Provedsted third party provenance services as shown in
nance Recording Protocol described in Section 4. figure 1(b).
Section 5, the actors in the system are formaliserhird Party Provenance ServicesWe see third
and the formalisations are then used, in Section 6,garty provenance services as key to fulfilling the
derive some important properties of the system. kequirements outlined above. In the case of the
nally, Section 7 discusses related work, followed kyust requirement, neither the client nor the service
a conclusion. need to trust the other to maintain accurate prove-
. nance information about an interaction. They onl
2 ReqUIrementS need to trust the provenance service that the;//mut)llj-

, . . . ally agree upon. Provenance services also support
The first step in determining the requirements plac deservation: by placing the burden of preservation

;2;:13 gfm\f)czg;ﬁg:?g;g:&gaiﬁt?& '2 (i(te(falrrr]:nsgh(\;vu@g the provenance service, neither clients nor ser-
P y ces have to maintain provenance information be-

support. In the C(')ntex't'of a service-oriented arChIbnd the scope of any given application run. Record-
tecture, we have identified two types of provenan

. . &g provenance across multiple provenance services
information that a system should record through b%rg b bie b

. . . so eliminates a central point of failure as well as
sic requirements gathering: (1) provenance aboutﬁ

. . %/ering the demand placed on particular prove-
interaction between actors and (2) provenance ab%'é'hce services. We imagine federations of prove-
each actor. '

With th WO t f inf i nance services actively managing provenance infor-
! ese wo fypes of provenance INformatiog, »iiq, in order to maximise storage and network re-

?hs t)ackground, there aredf_;l numbter of rqu'retmegéﬁjrces, improving scalability. The use of multiple

d at a Qlfgvenance_recor tlng_ S?/S den: nete s o % ovenance services also promotes a competitive en-
Tess. ese requirements include trust, prese.rvﬂbnment, in which clients and services can choose
tion, security, scalability, generality and Cus‘tom'%hich provenance service best suits their needs in

ab'“ty' In t.h € case of .recordmg provenance abou.ttélrms of factors such as trust, reliability and possi-
client-service interaction, both the client and SEeIVIGs, cost

must trust that the system maintains an accurate r%d-v nced Architecture S it As well
resentation of their interaction. They also must trus ance chitecture Support AS well as sup-

that the system will be able to preserve provenanegmng typical workflow enactment based a“’h'te_c'
rtures, our system supports more advanced architec-

for an extended period of time. Given the impofy res like the one shown in Figure 1(d). In order to

tance of provenance to some organisations, any s intain provenance across grovenan.ce services, a

tem should be secure against internal and exter T b . P! '
lent needs to inform the original provenance ser-

threats. A provenance recording system should afs

have the ability to deal with both a large amount angc® when it uses a new provenance service. For ex-

a wide variety of provenance information, therefor@,mple’ n F|gure 1(d),_SerV|ce 1 must inform Prove_-
nance Service 1 that it has used Provenance Service

it needs to be scalable, general, and customizable . ) . ) .
. . S % when invoking Service 3. This creates a link be-

With these requirements in mind, we now detag : .
ween provenance services that can be followed in

our system for recording provenance in a SOA. order to provide the entire provenance trace for an
3 SOA Provenance Recording application started by a client initiator.

A Triangle of Interaction Provenance services are
Figure 1(a) shows a typical workflow based serviceentral to recording the interactions between clients
oriented architecture. A client initiator invokes @and services in our system. For each interaction be-
workflow enactment engine which, in turn, invoketveen a client and service, consisting of a negotia-
various services based on the workflow specified tipn between parties, an invocation and a result, each
the initiator. In essence, the architecture can be byarty is required to submit their view of the interac-
ken down into two types of actors: clients who intion to a common provenance service. Even though
voke services and services that receive invocatiomsr architecture considers multiple actors, the inter-
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Fig. 1: Architecture diagrams

action between all these actors can be reduced dowteraction. In our system, the provenance service
to a common "triangular” pattern of interaction dewould know that a service was invoked because the
scribed above and shown in Figure 1(c). This reduservice submits that information. The same problem
tion is possible because our system is based on #iso exists in the case where the service is the only
simple one-to-one interaction between a client aparty submitting to the provenance service. We note
service that is the foundation of service-oriented ahat the requirement that both parties submit their
chitectures. The only additional requirement is thatews does not prevent collusion between parties,
this interaction be recorded in a third party. Thheut it does allow the provenance service to detect
interaction of these three actors is governed by thden the two parties disagree about the record of an
Provenance Recording Protocol, which we will denteraction.
tail later in the paper. Actor Provenance We have mainly discussed how
The case for recording two viewsThe triangular our system supports the recording of information
nature of the interaction between the client, serviedout the interaction between actors in a service-
and provenance service stems from the requiremeniented architecture. Our system also supports the
that both the client and service submit their view agfubmission of provenance information about each
their interaction to the provenance service. At itsctor. This information could include anything from
most basic, this view consists of the input and outptite workflow that an enactment engine runs to the
data of the service. Each party submits to the prowdisk and processing power a service used in a com-
nance service all the data that it sends and receiyegation. Typically, this information can only be
during an interaction. This requirement is vital foprovided by the actor itself, so it cannot be veri-
recording an accurate picture of a client-service ified like interaction provenance. We use a simple
teraction because it allows the provenance servicenb@chanism to store actor-centric provenance by ty-
verify an interaction by checking that the views oihg it to interaction provenance. The basis for our
the two parties agree. Without this requirement, seyrovenance recording system is the interaction be-
eral problems could arise. tween one client, one service and one provenance
For example, in the case where the client is thleervice. This interaction is specified by the Prove-
only party recording the interaction in the provenance Recording Protocol, which is presented next.
nance service, the service is completely dependent )
on the client to submit provenance. In fact, witd ~Recording Protocol
out the submission of provenance from the service,
there would be no evidence that the client invokdeReP is a four phase protocol consisting of negotia-
the service should the client choose not to record ttien, invocation, provenance recording and termina-



Name Notation Fields

propose pro ACTIVITY ID, PSALLOWEDLIST, EXTRA
reply reply ACTIVITY ID, PSACCEPTED EXTRA
invoke inv ACTIVITY ID, DATA, EXTRA

result res ACTIVITY ID, DATA, EXTRA

record negotiation rec_neg ACTIVITY ID, PSALLOWEDLIST, PSACCEPTED EXTRA
record negotiation acknowledgement  rec_.neg.ack  ACTIVITY ID

record invocation rec_inv ACTIVITY ID, EXTRA, DATA

record invocation acknowledgement rec_inv_ack ACTIVITY ID

record result rec_res ACTIVITY ID, DATA

record result acknowledgement recres.ack  ACTIVITYID

submission finished sf ACTIVITY ID, NUMOFMESSAGES
submission finished acknowledgement sf_ack ACTIVITY ID

additional provenance ap ACTIVITY ID, EXTRA

additional provenance acknowledgementap_ack ACTIVITY ID

Fig. 2: Protocol messages, their formal notation and message parameters.

tion phases. The negotiation phase allows a clighe sender; QENT, which identifies the client; and
and service to agree on a provenance service to st8ervICE, which identifies the service.
a trace of their interaction. After this phase, the pro- Other parameters are:Aba, which contains data
tocol enters the invocation phase, during which exchanged between a client and servicesTEA,
client invokes a service and receives a result. Sywhich is an envelope that can contain other mes-
chronously, in the provenance recording phase, batiges related or unrelated to the protocol allowing
the client and service submit their input and outpiitto be extended; NMOFMESSAGES which indi-
data to the provenance service. When all data hestes the total number of messages an entity sends to
been received by the provenance service, the termhie provenance service; PSLOWEDLIST, which
nation phase occurs. After discussing the messagges list of approved provenance services; and BSA
and their parameters used by PReP, we consider P TED, which contains a reference to a provenance
four phases in detail. service that an entity accepts, or a rejection token.
We model the protocol as an asynchronousPReP is divided into four phases: negotiation, in-
message-passing system, in which all communicascation, provenance recording, and termination.
tion is expressed by an outbound message followRiégotiationis the process by which a client and ser-
by a return message. The return message is eithigle agree on a provenance service to use. Typically,
a result of the service invocation, a reply from tha client presents a list of provenance services it trusts
service during negotiation, or an acknowledgemefut the service via @ropose messageThe service
that the provenance service has received a particulagn extracts the PSAowEeDLIST from the pro-
message. Figure 2 lists the fourteen messages in puse message and selects a provenance service from
protocol. the list. The service then replies withrasponse
These messages can be divided into two groupsessageontaining the selected provenance service
those that are between a client and service; and thaese rejection in the PS&cepPTEDparameter. Al-
that are used to interact with the provenance servitikough the negotiation modelled here is simple, with
The propose reply, invokeandresult messages be-only one request-response, the protocol is extensible
long to the first group, while theecord, submission through the use of the X&RA parameter. Entities
finishedandadditional provenancenessages belongcan encode more complicated messages into this en-
to the second. The usage of each message is delope, providing a means for complex negotiations
scribed in more detail when we present the phagestake place allowing for more custom provenance
of the protocol. The message parameters shownr@tording and advanced negotiations [4]. A client
Figure 2 are detailed below. and service that have already negotiated and agreed
The AcCTIVITYID parameter identifies one ex-on a provenance service might like to skip the ne-
change between a client and server. It contairgotiation phase of the protocol. Therefore, a mes-
NoONCEID, an identifier generated by the client tsage informing the service of the use of a previously
distinguish between other exchanges with the callagreed provenance service can be enclosed in the
service; £SSIOND, comprising all invocations thatEXTRA envelope of thénvoke messageHowever,
pertain to one result (the client originator of Figuréhe provenance service still needs to be informed of
1(b) generates this identifier, which must be uniquehe agreement between the service and client via the
THREADID, which allows clients to parse multiplerecord negotiation message
interactions with the same serviceME STAMP, the Invocation If a client has successfully negotiated
time when a message was sent, based on the clockih a service, it can then invoke the service and



receive a result via thenvoke messagandresult messages are received from the client and service.
messageWe have tried to limit the impact of PRePThe number of expected messages is determined by
on normal invocation, the only extra parameters rthe NuMOFM ESSAGESparameter in theubmission
quired to be sent are thecAIvITY ID and the K- finished messageBecause of the asynchronous na-
TRA envelope. The ATIVITYID is necessary to ture of the protocol, theubmission finished message
identify the exchange in relation to the provenan@an be sent any time after the negotiation phase.
stored in the service, while thex&rRA envelope al-

lows the protocol to be used without a negotiatioﬁ Actors

phase and for later protocol extension.

Provenance Recordingis the key phase of theACT|V|TYID:SESSloNDxNONCEIDxTHREADI|_3_><T|MES_T_AM_P><
protocol. As discussed previously, the client a Ir?g\t:osflg?\\ll,lgl, RRandSF are construc(tggtglgolﬁc?wng:ncanon)
service are required to submit copies of all theigc.neg : AcTvITYID x PSALLOWEDLIST x PSACCEPTED X
sent and received messages o the provenance S5, TN vy 1y« exran x o — i1 soemuon Heceaoes)
vice. Submission is done through the various recomd-res : ACTIVITYID x EXTRA x DATA — RR  (Result Messages)

. . . St A | NuMOFM — SF
messages with both the client and service sendifigh eI 10 X NOMORMESSASES = B on Finished Messages)
record negotiationrecord invocatiorendrecord re- . L (additonal P y )
= 1ap1,ap2,...,Aapn itional Provenance Messages,
sult messages. Acknowledgement messages tIféPrL RNURIURRBUSF U PU (Messages)
inform the sender that each message has beeng%L :RIP;\([AP) (Set of Sets ofAO(lgilt_iona’I\IProvenanc&Messagﬁs)
B : = ient Negotiation Messages,
ceived by the provenance service. Teord nego- ¢ — gy (Client Invocation Messages)
tiation messageontains the list of provenance sergg% = Rg (Giient Sub (Client Resrt:Ithessages))
. . F =SF ient Submission Finished Messages
vices (PSALOWEDL_lST), the client proposed, andgy _ rx (Service Negotiation Messages)
the provenance service accepted (R8APTED by gl =RI (Ser(vsice I_nvolgatior messagesg
. . . R =RR ervice Result Messages
the service. Theecord invocatiorandrecord result o _ g5 (Service Submission Finished Messages)

messages together contain the entire data transmitted= Activityio — CN x €|I X SR deS%_x A&’L s

. . . t t t
between the client and service from the perspectivg _ acrivirvio — s Cient Recorts, a Cllent Message Stofe)
of both entities. The requirement that all data be sub-S Cy 88 (Service Recgrds,fService Messgge Store)
mitted allows the provenance service to have a COM ot o e, (Setof Provenance Services)
plete view of the exchange. In order not to delay ser- = <clienth,;«}mcefT>, ai ;R AcTiviTy SI D, rec-neg Pe

. . . . . rec-i "ec. 5 1 F
vice invocation, the submission process can be QOB LTt ieme e e ot o & T etin
in a totally asynchronous fashion; for example, theal € PSALLOwEDLIST, psa € PSACCEPTER d € DATA,

. . . nid € NONCEID, tid € THREADID, ts € TIMESTAMP,
client could send'eecord invocation mes§§ge the client € CLIENT, service € SERVICE, nm € NUMOFMESSAGES
provenance service before or after receivimgsult . (st mid. tid, .l i

. at = (sid, nid, tid, ts, client, service) then
mgssagérom the SerVICe: Although the prOtOCOI re- ai.sid = sid, ai.nid = nid, ai.tid = tid, ai.ts = ts,
quires two copies of an invocation to be sent to the fai.céient :)cl;ent}ai.servicef: service

. . T sf = (at,nm) thensf.ai = ai, sf.nm = nm
provenance service, it minimises any performangge,.meﬂai] — (rec.neg, rec-inv, rec_res, s f, apl) then
penalties through the use of asynchronous submls—servicefT%ai%.recfneg = rec-neg,

. . . . . serviceT[at].reciinv = rec-inv,
sion while adding the benefit of storing the complete service Tlai] rec.res = rec.res, service Tlai].sf = s,

).

provenance of an exchange. service_T[ai].apl = apl
. . The same notation applies fotient_T'[as].
We cater for actor provenance instead of interac-

tion provenance by thadditional provenance mes-nitial State: _ _ _

. . i = (client T;, service T;), client T; = ai — 0,
sage With this message, an actor can record prmfé,—mceji —ai—0
nance about itself or other actors in the architecture
by enclosing in the ETRA envelope whatever in- Fig. 3: Provenance Service State Space
formation is pertinent. An important use of this ca-
pability is the linking of provenance records across We now consider how the provenance service, ser-
provenance services as described in Section 3. Wee and client act in response to the messages they
note that there are no constraints on the data that gamd and receive. To understand the actions of these
be submitted to the provenance service, allowingagtors, we use complementary formalisation tech-
wide variety of applications to be supported. niques, chosen because of the nature of the actors
Termination The final phase of the protocol is terinvolved. First, we represent the provenance service
mination. The protocol terminates when the provas an abstract state machine (ASM). Second, we use
nance service has received all expected message3D state diagram to show the possible responses
from both the client and the service. The client araf the client and service. Both techniques assume
service are notified of termination through the a@asynchronous message passing. The importance of
knowledgement to theubmission finished messagehe internal functionality of the provenance service
which is a blocking call that waits until all expectedends itself to an ASM formalisation whereas, given



the importance of the external interactions of th&f conditions must be met in order for a rule to be
client and service, a state transition diagram formafireable. A new state is achieved after applying all
sation is more appropriate. We begin with the provéhe pseudo-statements to the state that met the con-
nance service. ditions of the rule. The execution of a rule is atomic,
The Provenance Serviceplays the central role in so that no other rule may interrupt or interleave with
PReP. As far as recording is concerned, its intgn executing rule. This maintains the consistency of
action with the outside world is simple: it receivethe ASM.
messages and sends acknowledgements. It does nétgure 5 shows two of the ASM'’s transition rules.
initiate any communication and its purpose is to sinreceive_neg is the transition rule for the receipt
ply store messages. By formalising the provenanoé a record negotiation message. It specifies the
service, we can explain how the accumulation dkehaviour of the provenance service when receiv-
messages dictates its actions. ing, from entityx, arec_neg message containing:
To detail these actions, we model the provenang@ ACTIVITYID, a PSALOWEDLIST, a PSA-
service as an ASM whose behaviour is governed B¥PTED parameter and anX&RA envelope. The
a set of transitions it is allowed to perform. The ngeondition placed on the rule states that for the rule to
tation allows for any form of transition with no limitsfire there must be eec_neg message, which is part
on complexity or granularity and has been used pref the communication channek’] betweenz and
viously to describe a distributed reference counting A communication channel is some point-to-point
algorithm. communication mechanism provided by the imple-
The ASM State SpaceThe state space of the mainentation. If this condition is satisfied, the message
chine is shown in Figure 3. An instance of a provéS consumed using theeceive pseudo-statement.
nance servicey, is a tuple that consists of an elementhe rule then determines whetheris a client or
from the Client Message Stor€,S, and an element Service and puts theec_neg message in the correct
from the Service Message Stoi®S. These two ta- field of the appropriate table. After this table up-
bles are defined as functions whose argument isd¥e, arec_neg_ack is sent using theend pseudo-
type ACTIVITY ID and consist of sets of message¥atement. Finally, theotify rule is called, which
that are from either the client or the service. THEStS to see if all messages have been received from
set of messages is defined as the union of the da@éh the client and the service. If all messages have
RN, RI,RR,SF, and AP. All of these sets, ex- been received, theubmission finished acknowledge-
cluding AP, are in turn defined by inductive typesMent messagean be sent. The test is achieved by
whose constructors are named according to the mé¥oking the functioncomplete[ai], which checks
sages in Figure 2. On the other hantlP is a set that none of the fields accesseddyare null. The
that contains all of thedditional provenance mes-other four transitions not listed follow the same pat-
sages Note thatSS andC'S are not defined using!€rn as thereceive neg rule, consuming a message
AP butwith APL, the power set oft P. Informally, and placing it into the the correct field of the appro-
this shows that any number adiditional provenance priate table. The entire set of rules can be found at
messagesan be stored per anaxivITY ID. http://www.pasoa.org/protocol/rules.htm .

Given the state space, the ASM is described by .

L. .. . receive_neg(p, x, ai, psal, psa, e) :
an initial state and a set of transitions. Figure 3 rec_neg(ai, psal, psa, e) € K(z, p)
contains the initial state space, which can be sum-{ ) )

. R . receive(rec_.neg(ai, psal, psa, €), z, p);
marised as empty client and service message Stores.if(z = ai.client), then
We use an arrow notation for a function taking an ar-  ctient-T'ail.rec.neg := rec.neg(ai, psal, psa, e);

. K elif(x = ai.service), then

gument and returning a result. TherefotBent_T; service_T[ai].rec.neg := rec.neg(ai, psal, psa, e);

andservice_T; take an ACTIVITY ID as an argument ~ send(recnegack(a), x);
notify(p, ai);

and return an empty state. }
The ASM Rules The transitions of the ASM are i Fu(p, ai) -
described through rules with the following form’*’ ch,f;,f;te'[ai];
rule_name(vi, va, -+ ) : - d(st.ack(ai), 7):
conditiony (v1, v, - - - ) Aconditions (vi,va, -+ )A- -+ SenaSLERRat), £
—{
pseudo_statementy; Fig. 4. The abstract state machine’s rules
pseudo_statementy; The Client and ServiceWe now formalise the ac-

} tions of the client and the service. In this case, we
Rules are identified by their name and a number béave chosen not to use the ASM formalism because
variables that the rule operates over. Any numbee have no knowledge of the decision algorithm a



service would use when selecting a provenance sierthe graph. With this assumption, we can deter-
vice from the list proposed by the client. Furthemine a bound on the number of messages a client or
more, we want developers to be free to experimesgrvice will exchange. Excludingdditional prove-
with any sort of algorithm they deem best. Hownance messagesve calculate this bound by enu-
ever, we still want to formally investigate the actionmerating all paths from the start state to the end
of the client and service in response to PReP, so state in the graph and selecting the longest, which
represent the two entities with a 3D state transitios twelve transitions i.e. messages long. Given this
diagram, which offers an intuitive yet formal meanfixed bound and a finite number aflditional prove-
to describe the actions of the client and service baseahce messaggethe client and service send and re-
on sent and received messages. ceive a finite number of messages and then termi-

Figure 5 shows the state transition diagram foate.
both the client and service. It contains all the pos- In order for the provenance service to be able
sible states of a client or service with regard to the send asubmission finished acknowledgement
PReP. Transitions between states are only permittadst determine when it has a complete record of the
when messages are sent or received by the actor. Fteraction between a client and service. It does this
example, transition (4) is the receipt ofesult mes- via thecomplete function defined earlier.
sageand transition (5) is the sending of amoke  We now show that PReP satisfies the liveness
messagén the case of the client. The diagram showsroperty. Given that both the client and service will
all possible ways that a client or service could sendrminate, both actors will send all their messages
and receive messages. to the provenance service, which, as represented by

We believe that these formalisations provide the state machine, will fire the appropriate rule cor-
firm basis for developers to implement the protocalesponding to the receipt of each message. These
The ASM and 3D state transition diagram allow deules in turn update the state of the record referenced
velopers to understand the interaction of the cliefty an ACTIVITY ID, ai and invoke thenoti fy rule.
service, and provenance service without prescribidoti fy checks for a complete record and, if it exists
a particular implementation technique. This give®sr ai, the submission finished acknowledgemisnt
developers the opportunity to choose the implemesent.
tation mechanisms that fit their needs.

7 Related Work

6 Properties
Provenance recording also been investigated in the

Given the above formal representations of the cliembyGrid (www.mygrid.org.uk) project. The goal of
service and provenance service, we now can showragGrid is to provide a personalised "workbench”
important property of PReP, namely, liveness. In difsr bioinformaticians to perfornin-silico experi-
tributed systems, it is common to refer to safety amdents [5]. Although myGrid allows users to capture
liveness properties, to denote that nothing bad widtovenance data [8], it does not not address general
happen and that something good will eventually haprchitectures or protocols for recording provenance.
pen. In the case of PReP, liveness is that ultimatelyRuthet al. present a system for recording prove-
the submission finished acknowledgemerdssage nance in the context of data sharing by scientists
will be sent to both the client and the service. [6]. Each scientist has an e-notebook which records

To show that the protocol is indeed live, we firshnd digitally signs any input data or manipulations
make some assumptions about the system impté-data. When the data is shared via peer-to-peer
menting PReP. We assume that the client and servimenmunication, a scientist cannot refute the prove-
are live i.e. that they will eventually send and receiveance of the data because of the digital signature
all the messages designated in the protocol. We afsocess. The goal of the system is to generate a vir-
assume that the communication chanigl,is live. tual community where scientists are accountable for
Therefore, all sent messages will be delivered to theeir data. [6] focuses mainly on the trust aspect of
addressed party. the e-notebook system, rather than the protocols for

Given these assumptions, we now show that baifstributing and storing provenance data.
the client and service will eventually end their in- Some work has focused on data provenance in
teraction with the provenance service for one invalatabases. In [2], Buneman et al. make the distinc-
cation of the service. Using the state transition diien betweenwhy (which tuples in a database con-
gram in Figure 5, we can show that this terminatiamibute to a result) provenance amdhere (the lo-
property holds. First, we make the assumption thedtion(s) of the source database that contributed to
there are a finite number @dditional provenance a result) provenance. In [1], a precise definition of
messagesalthough these are represented by cyclpsovenance is given for both XML hierarchy and re-
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Service Transition Key

1. receive pro

2. send positive reply =——
3. send negative reply /" \
4. receive inv s« e
5.sendres =====
6.sendrec_neg===== )
7. receive rec_neg_ack «mmssm—

8. send rec_inv .« S
9. receive rec_inv_ack =—— =— S
10. send rec_res ===+ p
11. receive rec_res_ack

12. send sf —

13. receive sf_ack- - -

14. send ap & receive apﬁacko

o

Client Transition Key

1. send pro

2. receive positive reply
3. receive negative reply /~ \
4.sendiny e« e

5. receive res == ===

6.send rec_neg =——

7. receive rec_neg_ack =ss=—
8. send rec_inv.«*

9. receive rec_inv_ack =— =—
10. send rec_res ==s==-

11. receive rec_res_ack

12. send sf —

13. receive sf_ack- - -

14. send ap & receive apiacko

Fig. 5: State transition diagram for the client and service
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